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Some Facts About Malware

• Exponential grow of malicious software
• Despite the effort of many security experts and researchers:
• countermeasures are progressively showing limitations
• only a fraction of threats is detected
• malware increasingly operates undisturbed for longer timeframes

• How can malware developers avoid detection for long periods?

Giving an answer is not simple!



Some Facts About Malware

• Some possible reasons are:
• Modular design for customization (e.g., Regin, Flamer, Weevil)
• Multistage loading (e.g., Regin, Stuxnet, Duqu)
• Cybercrime-as-a-Service models and Remote Access Trojans (e.g., Gh0st Rat)
• Information Hiding techniques and steganography (e.g., Platinum APT)

Is the use of Information Hiding or steganography just a passing thing?



One Step Back: Information Hiding

• Information Hiding is part of a wide spectrum of methods that are 
used to make secret data difficult to notice
• Steganography is one of the most well-known subfields of 

Information Hiding
• Steganography vs Cryptography: 
• Steganography: information is difficult to notice
• Cryptography: information is difficult to comprehend

• Information Hiding and cryptography can be used jointly



One Step Back: Steganography

• The word steganography is the 
combination of:
• steganos = covered, concealed
• graphe = writing 

• The first recorded use of the term:
• in 1499 by Johannes Trithemius
• book “Steganographia”, i.e., an essay 

on cryptography and steganography

• Mentioned in 440 BC by Herodotus in his 
Histories.
• Cloak secret data into a suitable carrierSteganography

steganos (στεγᾰνός) +  graphe (γραφή) 

Joha
nnes 

Trithe
mius



Secret 
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Source: https://medium.com/@z3roTrust/using-digital-steganography-to-protect-national-security-information-463bba664830



Back to Malware…

• Information Hiding techniques have been increasingly observed in 
malicious software, for instance to:
• elude detection techniques
• covertly spread an infection or orchestrate attacks
• exfiltrate sensitive data
• bypass sandboxing mechanisms
• implement covert channels
• …



Back to Malware…

• Information Hiding techniques have been increasingly observed in 
malicious software, for instance to:
• elude detection techniques
• covertly spread an infection or orchestrate attacks
• exfiltrate sensitive data
• bypass sandboxing mechanisms
• implement covert channels
• …

Is the use of Information Hiding or steganography just a passing thing? 
(again)



NO!



The Root of a Trend?

• Probably, Trojan.Downbot (circa 2006, Operation Shady RAT)
• The trojan created a back door and: 
• downloaded files appearing as real HTML pages or JPEG images
• hidden data contained commands for remote servers
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The Root of a Trend?

• Probably, Trojan.Downbot (circa 2006, Operation Shady RAT)
• The trojan created a back door and: 
• downloaded files appearing as real HTML pages or JPEG images
• hidden data contained commands for remote servers

• Three attack stages:
• Stage 1: phishing! 
• Stage 2: the trojan attempts to retrieve data from remote sources

Information Hiding 
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Commands hidden in images via
steganographic techniques



The Root of a Trend?

• Probably, Trojan.Downbot (circa 2006, Operation Shady RAT)
• The trojan created a back door and: 
• downloaded files appearing as real HTML pages or JPEG images
• hidden data contained commands for remote servers

• Three attack stages:
• Stage 1: phishing! 
• Stage 2: the trojan attempts to retrieve data from remote sources

Information Hiding 

Here!

Commands hidden in HTML comments 
(encrypted + base64 encoded)



The Root of a Trend?

• Probably, Trojan.Downbot (circa 2006, Operation Shady RAT)
• The trojan created a back door and: 
• downloaded files appearing as real HTML pages or JPEG images
• hidden data contained commands for remote servers

• Three attack stages:
• Stage 1: phishing! 
• Stage 2: the trojan attempts to retrieve data from remote sources
• Stage 3: the trojan connects to a host and sets up a remote shell waiting for 

commands

Information Hiding 

Here!



Yes: it is a Trend!
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Yes: it is a Trend!
N

. o
f i

nf
or

m
at

io
n-

hi
di

ng
-c

ap
ab

le
 m

al
w

ar
e

The impact of information-hiding-capable malware is 
heavily underestimated: security experts often do not 
correctly recognize and classify the used techniques



Stegomalware

• Many researchers are starting to identify this class of threats as:
• Stegomalware: steganographic malware
• “borrowed” from works on mobile security and covert social botnets*

• A possible (common) definition:
• Stegomalware is a malware using some form of steganography to remain 

undetected

G. Suarez-Tangil, J. Tapiador, P. Peris-Lopez, “Stegomalware: Playing Hide and Seek with Malicious Components in Smartphone Apps”, 10th International Conference on Information Security and Cryptology,  pp. 496–515, 2014.
S. Nagaraja, A. Houmansadr, P. Piyawongwisal, V. Singh, P. Agarwal, B. Nikita, “Stegobot: A Covert Social Network Botnet”, Information Hiding - 13th International Conference, pp. 299 – 313, 2011. 



Stegomalware

• Many researchers are starting to identify this class of threats as:
• Stegomalware: steganographic malware
• “borrowed” from works on mobile security and covert social botnets*

• A possible (common) definition:
• Stegomalware is a malware using some form of steganography to remain 

undetected

• Personally, I found it a bit reductive:
• it narrows the scope too much
• a bit ambiguous (Information Hiding vs steganography)
• it is not only about detection (e.g., colluding applications)

G. Suarez-Tangil, J. Tapiador, P. Peris-Lopez, “Stegomalware: Playing Hide and Seek with Malicious Components in Smartphone Apps”, 10th International Conference on Information Security and Cryptology,  pp. 496–515, 2014.
S. Nagaraja, A. Houmansadr, P. Piyawongwisal, V. Singh, P. Agarwal, B. Nikita, “Stegobot: A Covert Social Network Botnet”, Information Hiding - 13th International Conference, pp. 299 – 313, 2011. 



Classification

• In 2015, a relevant corpus of research on “stegomalware” has started 
to emerge
• It considered:
• attacks observed in the wild
• prototypal/lab threats to explore new/potential vulnerabilities

• What has been inspected: 
• samples of real threats 
• attack reports
• reversed binaries
• …

• The following classification of malware using Information Hiding has 
been proposed*

W. Mazurczyk, L. Caviglione, “Information Hiding as a Challenge for Malware Detection”, IEEE Security & Privacy, Vol. 13, No. 2, pp. 89-93, Mar.-Apr. 2015.



Classification

• Group 1: malware hiding information by modulating the status of 
shared hardware/software resources

• Group 2: malware injecting secret data into network traffic

• Group 3: malware embedding secret data by modifying a digital file 
structure or by using digital media steganography

W. Mazurczyk, L. Caviglione, “Information Hiding as a Challenge for Malware Detection”, IEEE Security & Privacy, Vol. 13, No. 2, pp. 89-93, Mar.-Apr. 2015.



a bank service. Notably, it uses 
information hiding to bypass the 
security framework of mobile OSs. 
In fact, the malware could have 
insu!cient privileges to access the 
network to ex"ltrate data, so it can 
use a “colluding” application to 
leak data outside the device. 

Soundcomber utilizes several 
information- hiding methods to form 
four local covert channels whose 
range is limited to the single device. 
#e covert techniques exploit the 
most popular smartphone function-
alities such as vibration or volume 
se$ings (one process di%erenti-
ates vibration or volume status, and 
another infers secret data bits from 
this event), screen state (secret bits 
are transferred by acquiring and 
releasing the wake- lock permission 

that controls the screen state), and 
"le locks (secret data is exchanged 
between the processes by compet-
ing for a "le lock).

As we mentioned, another rel-
evant "eld in which information 
hiding can be used is the covert 
transmission of data from and to 
devices that are physically isolated 
from other peers. For instance, 
Luke Deshotels uses standard 
smartphone speakers to transmit 
data via ultrasonic sounds.9 #is 
technique can cover distances up 
to 30 meters with a rate of 9 bits 
per second. Similarly, AirHopper 
enables infected devices to commu-
nicate by modulating the graphics 
processing unit load to emit elec-
tromagnetic signals.10 In this case, 
the coverage is reduced to 7 meters, 

but the rate is in the range of 100 to 
500 bits per second. 

Finally, in “Sensing- Enabled 
Channels for Hard- to- Detect 
Command and Control of Mobile 
Devices,” Ragib Hasan and his col-
leagues demonstrate a method to 
trigger a$acks on a large population 
of infected smartphones in the same 
geographic area.11 Latent malware 
could be activated by using built- in 
sensors listening to ad hoc hidden 
stimuli, such as a song with a partic-
ular pa$ern, vibrations from a sub-
woofer, or the ambient light from a 
TV or a monitor. 

Group 2
In 2011, Symantec announced 
the discovery of the worm W32.
Morto, which propagates using a 

Table 1. !e most popular and recent information hiding–capable malware.

Malware name or developers Group Discovery/ 
proposal date

Desktop (D) 
or mobile (M)

Real- life (R) or 
academic (A) malware

Soundcomber 1, 2 Feb. 2011 M A

Trojan.Downbot 3 May 2011 D R

Feederbot 2 Aug. 2011 D R

W32.Morto 2 Aug. 2011 D R 

Alureon 3 Sept. 2011 D R 

Duqu 3 Sept. 2011 D R

Gasior and Yang14,15 2 Oct. 2011/Dec. 2012 M A

Trojan:Android/FakeRegSMS.B 3 Jan. 2012 M R

Marforio and his colleagues16 1 Dec. 2012 M A

Sensor- based malware 1 May 2013 M A

KINS Trojan (variant of Zeus) 3 June 2013 D R

Linux.Fokirtor 2 Sept. 2013 D R

Lalande and Wendzel17 1 Sept. 2013 M A

Inaudible sound- based malware 1 Nov. 2013/Aug. 2014 D/M A

Lurk 3 Feb. 2014 D R

Trojan.Zbot 3 Mar. 2014 D R

Oldboot.B 3 Apr. 2014 M R

AirHopper 1 Oct. 2014 D/M A

Smuggler18 2 Nov. 2014 D/M A

Multilayer .NET malware 3 Nov. 2014 D R

Regin 2 Nov. 2014 D R

www.computer.org/security 91

W. Mazurczyk, L. Caviglione, “Information Hiding as a Challenge for Malware Detection”, IEEE Security & Privacy, Vol. 13, No. 2, pp. 89-93, Mar.-Apr. 2015.

Most popular (and known) malware using Information Hiding in 2015 Academic



Updating

https://github.com/lucacav/steg-in-the-wild



Stegomalware in the Wild

• In general, real stegomalware exploits:
• digital images (about 40%)
• alteration of a digital content, e.g., file structure (about 28%)
• network traffic (about 32%)

• The taxonomy of 2015 should be refined:
• more focused on files rather than generic hardware/software artifacts
• better highlight the domains exploiting digital images

• Examples:
• images containing steganographic data to implement C&C communications
• images for spreading an attack or dropping a payload
• images used to locally obfuscate files
• where the information is hidden
• …



SteamHide uses 

Metadata!

OceanLotus uses

steganography

SteamHide: https://www.gdatasoftware.com/blog/steamhide-malware-in-profile-images
OceanLotus: https://www.bleepingcomputer.com/news/security/oceanlotus-apt-uses-steganography-to-load-backdoors/



Example: ZeusVM

• Discovered in 2014, it is an evolution of the Zeus/Zbot malware
• A variant has been also used in the Hammertoss APT isolated in 2015
• Attack phases:
• the malware downloads an innocent JPG from a C&C server
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Example: ZeusVM

• Discovered in 2014, it is an evolution of the Zeus/Zbot malware
• A variant has been also used in the Hammertoss APT isolated in 2015
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Example: ZeusVM

• Attack phases:
• the malware downloads an innocent JPG from a C&C server
• the image perfectly works but a configuration file is appended

Data is encoded in base64 and encrypted with a mix of RC4 and XOR

Source: https://blog.malwarebytes.com/threat-analysis/2014/02/hiding-in-plain-sight-a-story-about-a-sneaky-banking-trojan/



Example: ZeusVM

• Attack phases:
• the malware downloads an innocent JPG from a C&C server
• the image perfectly works but a configuration file is appended

Source: https://blog.malwarebytes.com/threat-analysis/2014/02/hiding-in-plain-sight-a-story-about-a-sneaky-banking-trojan/



Example: ZeusVM

• Attack phases:
• the malware downloads an innocent JPG from a C&C server
• the image perfectly works but a configuration file is appended
• trojan activates when traffic with the financial institutions provided in the 

configuration file is sensed
• it steals user credentials by acting in a MitM fashion



Another Example: Invoke-PSImage

• Invoke-PSImage is a tool for encoding a PowerShell Script in pixels of a 
PNG image
• It uses Least Significant Bit (LSB) steganography

Invoke-PSImage: https://github.com/peewpw/Invoke-PSImage



One Step Back: LSB Steganography
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Another Example: Invoke-PSImage

• Invoke-PSImage is a tool for encoding a PowerShell Script in pixels of a 
PNG image
• It uses Least Significant Bit (LSB) steganography
• Invoke-PSImage has been released in Dec. 2017 and it has been used 

for a malware campaign just 1 week later
• Example:
• Mimikatz
• Ursnif

Invoke-PSImage: https://github.com/peewpw/Invoke-PSImage
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Another Example: Invoke-PSImage

• Invoke-PSImage is a tool for encoding a PowerShell Script in pixels of a 
PNG image
• It uses Least Significant Bit (LSB) steganography
• Invoke-PSImage has been released in Dec. 2017 and it has been used 

for a malware campaign just 1 week later
• Attack Phases:
• infected Excel is used to launch a malicious VB macro
• the macro downloads an image containing a PowerShell script
• the script is extracted and launched to retrieve the Ursnif loader

Invoke-PSImage: https://github.com/peewpw/Invoke-PSImage



Yet Another Example: Sunburst

• Sunburst is a trojanized version of the Orion plugin (Solarwind)
• It targets HTTP traffic
• Attack Phases:
• various checks to understand if an analysis tool is running 



Yet Another Example: Sunburst

• Sunburst is a trojanized version of the Orion plugin (Solarwind)
• It targets HTTP traffic
• Attack Phases:
• various checks to understand if an analysis tool is running 
• … (including, opening a backdoor)
• creates a hidden C&C channel in HTTP

Source: https://www.fireeye.com/blog/threat-research/2020/12/sunburst-additional-technical-details.html

Sunburst uses HTTP GET or POST requests. The server hides 
data within HTTP response bodies mimicking benign 
XML/.NET files. Hidden data is spread across many IDs and 
strings and extracted via the \{[0-9a-f-]{36}\}"|"[0-9a-
f]{32}"|"[0-9a-f]{16} regexep. 



What We Can Do?

• Some facts:
• carrier is not known a priori (e.g., images, network traffic, and text)
• heterogenous set of protocols, files and data types
• mixed techniques (LSB, metadata, comments, etc.)
• GDPR-like constraints
• scalability
• …



What We Can Do?

• Some facts:
• carrier is not known a priori (e.g., images, network traffic, and text)
• heterogenous set of protocols, files and data types
• mixed techniques (LSB, metadata, comments, etc.)
• GDPR-like constraints
• scalability
• …

• Detection and mitigation are:
• method-dependent 
• poorly generalizable
• in a word: hard!





No!
(as today!)



Idea 1: Know Your Enemy

• Instead of chasing, a possible idea exploits prevention
• Possible actions:
• clearly identify recurring patterns and address them

S. Wendzel, S. Zander, B. Fechner, C. Herdin, “Pattern-Based Survey and Categorization of Network Covert Channel Techniques”, ACM Computing Survey, Vol. 47, No. 3, April 2015

Seminal Work
Here!



Idea 1: Know Your Enemy

• Instead of chasing, a possible idea exploits prevention
• Possible actions:
• clearly identify recurring patterns and address them
• search for imperfect isolation or ambiguous implementations
• develop a “formal” theory to make protocols, applications and contents 

information-hiding-resistant by-design



Idea 2: Abstraction

• Instead of being attack-specific: 
• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier
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• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier

• Example:

Process'A' Process'B'

Sandbox'A' Sandbox'B'

Network' Network'

Local'Covert'Channel'

Information Hiding 

Here!

W. Mazurczyk, L. Caviglione “Steganography in Modern Smartphones and Mitigation Techniques”, IEEE Communications Surveys & Tutorials, Vol. 17, No. 1, pp. 334-357, Firstquarter 2015.



Idea 2: Abstraction

• Instead of being attack-specific: 
• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier

• Example:

Process'A' Process'B'

Sandbox'A' Sandbox'B'

Network' Network'

Local'Covert'Channel'

• The “Colluding Applications” threat:
• both processes have visibility over a shared 

resource
• a local covert channel is created by modulating its 

behavior
• examples: vibration and volume settings (very 

popular in mobile devices), file permissions and 
sockets, free disk space, CPU load or RAM pressure, 
and abuse of legitimate IPC schema (e.g., 
Intentions in Android OS)

• not limited to applications: also VMs, threads, etc.
W. Mazurczyk, L. Caviglione “Steganography in Modern Smartphones and Mitigation Techniques”, IEEE Communications Surveys & Tutorials, Vol. 17, No. 1, pp. 334-357, Firstquarter 2015.



Idea 2: Abstraction

• Instead of being attack-specific: 
• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier

• Example:
To create a local 

covert channel, the 

pair of colluding 

processes should be 

active “close” in time.
Process'A' Process'B'

Sandbox'A' Sandbox'B'

Network' Network'

Local'Covert'Channel'



Idea 2: Abstraction

• Instead of being attack-specific: 
• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier

• Example:

DETECTING LOCAL COVERT CHANNELS USING PROCESS ACTIVITY CORRELATION ON ANDROID SMARTPHONES
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Figure 6 Five most active pairs of processes when measuring activity using the sliding window decision rule for the type of intent covert channel.
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Figure 7 Five most active pairs of processes when measuring activity using the sliding window decision rule for the volume settings covert channel.

Table 5 Statistics for the pair of processes identified as colluding applications
when using the sliding window decision rule.

Activity Total Activity
counter counter Factor

N AC TC AF [%]
Avg. σ Avg. σ Avg. σ

Type of Intent covert channel
2 7.30 5.96 14.00 17.11 64.73 19.98
5 4.50 1.27 5.50 2.95 89.26 18.82

10 4.20 1.87 9.70 11.14 73.56 34.60
20 5.60 5.36 9.60 9.11 61.01 16.91

Volume Settings covert channel
2 9.50 2.68 18.90 15.67 67.94 28.92
5 7.60 2.32 9.70 2.50 79.01 13.69

10 12.80 6.23 21.10 10.41 63.83 15.70
20 4.60 0.97 7.50 2.01 62.83 8.84

File Lock covert channel
2 33.00 4.35 39.40 6.36 84.19 4.48
5 33.10 3.41 43.50 5.84 76.56 6.20

10 58.40 19.90 91.50 34.79 65.79 10.98
20 31.00 5.12 38.10 4.51 81.17 7.61

proposed approach. In this case, a possible solution could be
using additional metrics, such as the CPU/memory usage statis-
tics. Obviously, such aspects require a proper modeling. Alas,
how the different rules to mark a process as active influence the
AF is part of our ongoing research, as well as using some of the
aforementioned per-process statistics.

4.2 Scenario 2: user activity

As said, the best performances in terms of spotted applications
are achieved when active processes are identified with the thresh-
old method and T = 1. Therefore, for the set of trials consid-
ering a busy smartphone, we limit our considerations to such
a case. Furthermore, for the sake of brevity, we limit our in-
vestigation to the file lock covert channel, since it is the most
difficult to recognize from a theoretical point of view, also due
to its very limited bandiwdth. The duration of this round of tests
is 15 minutes, which has been selected to have a proper time
horizon as discussed in Section 4.1. The pattern characterizing
the user is subdivided into 5 minute slots as follows: download
of a video stream, Facebook and writing, and web browsing.

Concerning the parameters used in our framework, the pair
of processes implementing the colluding applications threat are
characterized by, on the average, AC = 54.50 and σ = 2.12,
TC = 94.80 and σ = 6.16, and AF = 57.65 and σ = 5.02.

Figure 9 depicts the five processes having the highest con-
current activity and, also in this case, ‘A’ denotes the pair of
colluding applications. As shown, even if the user is interact-
ing with the device, the AF of the pair exploiting information
hiding is the highest one, but its average value is lower than in
the idle case. Moreover, pairs B - E achieve significantly higher
AF compared to the idle case, e.g., B has AF > 40%. By
analyzing the most correlated processes, it turns out that they
are tightly coupled with the behavior of the user. For instance,
pairs B and C aggressively interact due to the presence of the
com.touchtype.swiftkey process, i.e., an on-screen keyboard used
by the Facebook App and the Web Browser, respectively. Thus,
also in this scenario, colluding applications can be spotted by
simply evaluating the AF , yet its variance would lead to many
false positives. Therefore, when in the presence of a busy de-

78 computer systems science & engineering

M. Urbanski, et al., “Detecting Local Covert Channels Using Process Activity Correlation on Android Smartphones”, Int. Journal of Computer Systems Science and Engineering, Vol. 32, No. 2, pp. 71-80, 2017.
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• Instead of being attack-specific: 
• increase the abstraction to describe multiple “stegomalware” with a reduced 

set of metrics
• address threats per-behavior rather than per-carrier

• Example:

DETECTING LOCAL COVERT CHANNELS USING PROCESS ACTIVITY CORRELATION ON ANDROID SMARTPHONES
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Figure 6 Five most active pairs of processes when measuring activity using the sliding window decision rule for the type of intent covert channel.

A B C D E
0

10

20

30

40

50

60

70

80

90

100

Pair of processes

A
F [%

]

(a) N = 2

A B C D E
0

10

20

30

40

50

60

70

80

90

100

Pair of processes

A
F [%

]

(b) N = 5

A B C D E
0

10

20

30

40

50

60

70

80

90

100

Pair of processes

A
F [%

]

(c) N = 10

A B C D E
0

10

20

30

40

50

60

70

80

90

100

Pair of processes

A
F [%

]

(d) N = 20

Figure 7 Five most active pairs of processes when measuring activity using the sliding window decision rule for the volume settings covert channel.

Table 5 Statistics for the pair of processes identified as colluding applications
when using the sliding window decision rule.

Activity Total Activity
counter counter Factor

N AC TC AF [%]
Avg. σ Avg. σ Avg. σ

Type of Intent covert channel
2 7.30 5.96 14.00 17.11 64.73 19.98
5 4.50 1.27 5.50 2.95 89.26 18.82

10 4.20 1.87 9.70 11.14 73.56 34.60
20 5.60 5.36 9.60 9.11 61.01 16.91

Volume Settings covert channel
2 9.50 2.68 18.90 15.67 67.94 28.92
5 7.60 2.32 9.70 2.50 79.01 13.69

10 12.80 6.23 21.10 10.41 63.83 15.70
20 4.60 0.97 7.50 2.01 62.83 8.84

File Lock covert channel
2 33.00 4.35 39.40 6.36 84.19 4.48
5 33.10 3.41 43.50 5.84 76.56 6.20

10 58.40 19.90 91.50 34.79 65.79 10.98
20 31.00 5.12 38.10 4.51 81.17 7.61

proposed approach. In this case, a possible solution could be
using additional metrics, such as the CPU/memory usage statis-
tics. Obviously, such aspects require a proper modeling. Alas,
how the different rules to mark a process as active influence the
AF is part of our ongoing research, as well as using some of the
aforementioned per-process statistics.

4.2 Scenario 2: user activity

As said, the best performances in terms of spotted applications
are achieved when active processes are identified with the thresh-
old method and T = 1. Therefore, for the set of trials consid-
ering a busy smartphone, we limit our considerations to such
a case. Furthermore, for the sake of brevity, we limit our in-
vestigation to the file lock covert channel, since it is the most
difficult to recognize from a theoretical point of view, also due
to its very limited bandiwdth. The duration of this round of tests
is 15 minutes, which has been selected to have a proper time
horizon as discussed in Section 4.1. The pattern characterizing
the user is subdivided into 5 minute slots as follows: download
of a video stream, Facebook and writing, and web browsing.

Concerning the parameters used in our framework, the pair
of processes implementing the colluding applications threat are
characterized by, on the average, AC = 54.50 and σ = 2.12,
TC = 94.80 and σ = 6.16, and AF = 57.65 and σ = 5.02.

Figure 9 depicts the five processes having the highest con-
current activity and, also in this case, ‘A’ denotes the pair of
colluding applications. As shown, even if the user is interact-
ing with the device, the AF of the pair exploiting information
hiding is the highest one, but its average value is lower than in
the idle case. Moreover, pairs B - E achieve significantly higher
AF compared to the idle case, e.g., B has AF > 40%. By
analyzing the most correlated processes, it turns out that they
are tightly coupled with the behavior of the user. For instance,
pairs B and C aggressively interact due to the presence of the
com.touchtype.swiftkey process, i.e., an on-screen keyboard used
by the Facebook App and the Web Browser, respectively. Thus,
also in this scenario, colluding applications can be spotted by
simply evaluating the AF , yet its variance would lead to many
false positives. Therefore, when in the presence of a busy de-
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Idea 3: Improve Visibility

• Being able to inspect multiple carriers should be considered as a good 
design rule when developing countermeasures against stegomalware
• Improved visibility over software, hardware and network could 

mitigate the challenge of not knowing what to check a priori
• Possible idea: 
• use the extended Berkeley Packet Filter (eBPF) to avoid bottlenecks or 

mitigate overheads
• create datasets to feed AI-based frameworks



Idea 3: Improve Visibility
Process

Syscall

eBPF Maps

sendmsg() recvmsg()

read()

write()

Sockets

TCP/IP
…Kernel

Not a “one-fits-all” 

solution, but at least a 

unique inspection 

technology!

L. Caviglione, W. Mazurczyk, M. Repetto, A. Schaffhauser, M. Zuppelli, “Kernel-level Tracing for Detecting Stegomalware and Covert Channels in Linux Environments”,  Computer Networks, Vol. 191, 2021



Idea 4: be Holistic!

Co-funded by the European Commission under the Horizon 2020 
programme, the Secure Intelligent Methods for Advanced Recognition of 
malware and steGomaLware (SIMARGL) project joins 14 partners from 7 

European countries. 

SIMARGL aims at tackling new challenges in the cybersecurity field, 
including Information Hiding techniques, network anomalies, 

stegomalware, ransomware and mobile malware.

SIMARGL exploits breakthrough methods and algorithms to analyze 
heterogenous network data and information. 



Idea 4: be Holistic!



Idea 4: be Holistic!
Layered approach:

Deployment environment 
layer – Docker Swarm 
orchestration framework

Communication data bus -
Apache Kafka to integrate 
functional components of 
the SIMARGL toolkit

Computational services layer 
– microservice-based 
approach to connect 
independently deployable 
components



Conclusions

• A new trend concerns the use of Information Hiding and 
steganographic techniques to empower malicious software
• Such threats are often called “stegomalware”: they are here to stay!
• Stegomalware is difficult to address: 
• it is emerging 
• it exploits mixed and heterogenous hw/sw features

• But:
• we are working towards developing a “theory”
• we can consider it in early design phases
• we can try to mitigate it by being general
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M1ssing Register Access Controls Leak EL0 State 
(CVE-2021-30747)

https://m1racles.com

Probably more for privacy leaking and moderately
dangerous, but it is a covert-channel-based exploit 
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